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Below is a list of changes in the DBPLUS Performance Monitor system for monitoring Microsoft PostgreSQL
instances.

1 New in version 2019.3

1.1 New version of the SQL 3D

In the latest version of the browser, the SQL 3D view has been modified. A new library has been used, making
the chart easier to navigate and faster in presenting and reading data contained in the chart. The graph can
be rotated vertically and horizontally (by holding the left button of the computer mouse), zooming in and out.
At the same time, the previous functionality was saved, where after selecting the bar the tooltip will be shown,
which includes:

= QueryID,

= Date details,

= Statistics value,

= Query text.
By unchecking the checkbox next to the queries (above the graph), the user can easily remove the query from
the graph.

Instance Load ~ Waits ~ SQLAnalyze SOLDetails Load Trends Compare Top SQL | SQL3D  TopDay SlowSQLs

2019/07/30 || 08:00 |10 201907130 | 14:59 Show statistics for: | All databases Group by Snap ~ @

3D visualisation

50,000
Rows Processed

2 2019-07-30 10:06:51
2019-07-30 11:07:46

1.2 Comparison of the wait level

In the new version of the application, the function of compare the wait level in the indicated
period has been added. Compare is possible from the instance details in the Waits tab. There
are two comparison modes:

= Days Compare

= Period Compare

In order to compare the validity level, first select the type of validity to be compared from the
list (one or more types), then select individual days for comparison (Days compare tab) or whole
day ranges (Period Compare tab).
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InstanceLoad =~ Waits = SQL Analyze ~SOL Detalls LoadTrends ~Compare TopSQL  SQL3D  TopDay = Slow SQLs

Overview  Analyze  Days Compare  Period Compare

Performance Waits Waits selected for comparision
Lock-transactionid

2019/0727 Add date to report

Search by name ..

DATES INCLUDED IN THE REPORT

2019/07/30 % 2019/07/27 %

DAYS COMPARE Group by Hour « Chart type: Line «

14:00:00

©2019/07/30: 87,31 5
2019/07/29: 3 281.966 5
©2019/07/27:3 172,464 5

|

1.3 A new view shows the process of data archiving

In the new version of the application, a view showing the information contained in the system view
pg_stat_archiver has been added. The application presents information about the number of correctly archived
WAL files and information about the number of polices where the archiving failed.

The data is available in the 10 Stats menu in the Archived WALSs tab:

lO Analyze  Archived WALs  Replicaion | Days Compare  Period Compare

Date from: 2019/08/23 to, 2019/08/30 W

NUMBER OF ARCHIVED WALS Chart type: Column ~

Number

@ Archived @ Failed
ARCHIVED WALS
Date Archived WALs Failed WALs
2018-08-23 260 1092
2019-08-26 230 972
2018-08-27 400 1734
2019-08-28 270 1111
2018-08-29 290 1268
2019-08-30 16 354

Data are available in the division for a given day, after click the indicated row in the table below the chart,
detailed information grouped after a snap for a given day will be presented:
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IFO Analyze Archived WALs Replication Days Compare Period Compare
2019/08/23 2019/08/30 ‘ Refresh ‘

Column

2019-08-23 260 1092
2019-08-26 230 o712

2019-08-37 400 1734
2019-08-28 270 111
2019-08-20 200 1268

2019-08-20 116 354

1.4 Preview of the replication process

In the latest version of the application, the system view support pg_stat_replication has been added. The data
is available in the 10 Stats menu in the Replication tab.

After entering the tab, first select one in the replicating processes from the list available in the "WAL sender
process" field. Note: in the absence of a replicating process in the dropdown field, the message No process
found will be displayed.

After select the process, information that contain details of the given process will be displayed:

= Logdate — date of data collection

= PID - sender process ID

= Usename — name of the user logged in to this sender process
=  Application name — the name of the application connected to this sender
= Client IP — Client IP connected to this sender

= Backend start — Process start time (time stamp)

=  State —the status of the WAL sender

= Write lag [sec]

=  Flush lag [sec]

= Replay lag [sec]

= Sync priority — the priority of choosing a standby server

= Sync state — synchronous state of the standby server

= Pending lag [Bytes]

=  Write lag [Bytes]

=  Flush lag [Bytes]

= Replay lag [Bytes]

=  Total lag [Bytes]

1.5 Table stats

In the latest version of the application, the ability to view statistics for tables in PostgreSQL databases has
been added. To this end, a new menu item has been added at the level of instance details> Table Stats.
Notice!! If the application is running in Safe mode (the SECURITY parameter is ON), access to the newly
created page should be granted (access is denied by default).

After entering the user page, it is possible to view statistics broken down into all databases or a specific
database [Filter tables by database]. After select the database, a graph will be drawn for the default statistics,
which can be changed at any time by select a different statistic from the [Show] field and press the [Refresh]
button.
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i@ Free Tnal 2 Ask Question

Er—— Toble Stots Analyze  Table Stats D

Tatie stats

DN FanD
 for all monitored databases: 1178
-d tx scans for seleced tables: 665

— A )

dbpius_tep publi mpIuS_tab10 0 0 0 . a1 9114 0 0 0 7 9324
Jdbpius_rep public  dbplus_snaps » 0 ] 0 0 (] 0 1 1056 558 o78 0 0 0 (] ] 818 5 1448

javpius_rep pulic  dbpius_tab21 57 467 ] 57 ] ] 0 (] ] 554 335224 0 0 ] ] 106 4368 El 4965

After select the statistics, it is possible to verify the percentage share of a given table compared to other tables.
To do this, indicate tables (or many tables at the same time) from the list below the graph, and their total value
for a given statistic will be presented on the chart in the form of yellow columns. 20 top tables are visible below
the chart, it is possible to change the list to present all tables by changing the [Table filter] field.

For detailed analysis, it is possible to add a table for analysis by click the [+] button next to the table name
[Table name] in the grid below the chart. The mechanism works in the same way as when choosing query
identifiers. Two options to choose:

= [Add to table identifiers list] - information about the table is added to the clipboard

= [View table details] — go directly to the table details.
If the option to add to clipboard is selected, table identifiers are visible after pressing the green arrow on the
left side of the screen. El After pressing the button and selecting a table from the list from the clipboard, user
will go to the details screen> Table Stats Details.

On the details screen it is possible to analyze detailed statistics for a given table. To analyze the table, first
select the database from dropdown and then fill in the schema data and table name manually. If you select a
table from the clipboard, after select the table name in the clipboard, the data will be substituted automatically.

& Free Trial 2 Ask Question

N Back to dashboard Tabie Stats Anslyza  Table Stats Detais

3 Tavle stats

To verify a given statistics, indicate the column in the table — column will be marked and data will be transferred
to the chart. It is possible to select multiple statistics at once for a single table.
The site can view statistics for tables grouped by:

= snap (15 minutes),

= anhour

= aday
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= amonth
= no group (No group by period)
According to the current function, the graph and data in the table can be easily exported to a file.

Collecting information about table statistics requires manual change of settings for each monitored
PostgreSQL instance (disabled by default) from the settings level in the main menu (Configuration> Settings).
First, User need to select the instance in which You want to change the settings, and then for the
MONITOR_TABLE_STATS parameter through the [Edit] button we indicate for which databases we want to
enable monitoring table statistics. The changes will be visible after another 15 minutes (snap).

KEEP_SHAPSHOT_HISTORY_DAYS ] EEETe iomen execuons, walls, Eidhes, peroTmance Courar Edit

We repeat the changes for each monitored instance.

Selection of databases in PostgreSQL instance for which table statistics will be collect.

Search by name a3
dbplus_rep
template1 postgres
al
a2

OK Cancel
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1.6 General improvements

1.6.1 Improving the ergonomics of displaying data in the application

In the latest version of the application, we have improved the data presentation on individual pages. The
correction consisted in the modification of pages where empty sections were visible and could not be minimized
or moved.

1.6.2 Summary of statistics

The latest version adds a summary of the data presented in the tables. Summaries are available
for the most important screens in the application:

= Session (online sessions) - information about the number of active sessions is available

Sessions | Session wilhransactions | Sessions history | Active Session history

2] @ ot Al databases ==

SELECT SESSION @

2018-07-311.._ {17952 |2019-07-31 13:05:57 |2018-07-31 13:05:57 dbplu__. postg._. |eactive 3 pgAdmin do $doS declare i int; begin for i in 1..1000000 loop insert into test2 values (random), i * random()); end loop; end; SdoS:
2019-07-311... 4616  2019-07-3113:06:00 2019-07-31 13:06:00 dbplu... dbplus  @active 0 DBPLUS ... select * from pg_stat_activity psa where 1=1and psa.state = $1 and (psa.datid is not null and psa.usename is not null)
»
Count session 2
saL
e =1 P (pa: P

= SQL Details (query details) - the information is grouped into total (Total), medium
(Avg), minimum (Min), maximum (Max) values.
To see summary of statistics, select the new Show Summary checkbox.

Instance Load ~ Waits ~ SQL Analyze = SQL Details Load Trends Compare TopSQGL  SQL3D  TopDay  Slow SQLs

789581816006593477 2019/07/24 || 00:00 201907131 || 23:59 Ci] Group by Day

[ | Finesa

v
2019-07-30 | 3873484607 231 o 0 119 1196 1196 0 0 0 100.0 0 0 0.0193/
2019-07-31 | 3873484607 224 L] 0 958 958/ 958 0 0 0 100.0; 0 0 0.0234
2019-07-28 | 3873484607 483, o 0 1974 1974 1974 0 L] 0 100.0: 0 0 0.0245
2019-07-29 | 3873484607 477 0 0 1795 1795 1795 0 0 0 100.0; 0 0 0.0266/
2019-07-24 | 3873484607 30.5] o 0 1137 1137 1137 0 L] 0 100.0: 0 0 0.0268
2019-07-25 | 3873484607 442 0 0 149 1496, 149 0 0 0 100.0; 0 0 0.0296 v
Total - 216.2 o o 8 556 8556 8 556 o o o o o

Avg - 560 0 o 1426 1426 1426 o o o 0 o

i 224 o o 955 555 ss5

Max - 5.5 0 0 1974 1974 1974 o o o 100.0 0 o 0.0296

Explainplan  Graph 3873484607

* Load Trends - the information is grouped into total (Total), medium (Avg), minimum
(Min), maximum (Max) values.
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e  SQLDetsils LoadTrends —Compare TopSQL | SQL3D TopDay  SiowSQls

Line -
FO c
ogd B Blk i Temp blks Roll Tup D Deadl e
2019.07.02 41 24530 20315 79591 38 184 0 0 0 0 0 0 0 H 186 25845 163 3056 102 24 4225) 5341 0 [ 0 0
2019.07-03 41 30427 21630 86591 37| 1799 0 0 0 0 0 0 0 s 198 27787 1743338 52 801 as02 1 0 0 0 0
2019-07-04 60 33768 27164 107306 50 2192 0 0 0 o 0 0 o 8 246 3469 217/4217521 251703 10968 5561 7722 0 0 0 0
2019-07-05 73 35072) 133088 430584 63| 2339 0 0 0 o 0 0 o 3 281 35802 226/4542793 277776| mse2 6050 8098 0 0 0 0
2019.07.08 57 2622 3174 15783 308 7300 0 0 0 o 0 0 o 9 21 26721 1633301211 2117 44s53) 5738 0 o 0 0
2019-07-03 80 55832 65952 245077 235 6352 0 0 0 [ 0 0 [ 8 354 50497 310[6321085 39324 160s0  sas7| 11123 0 0 0 0
2019-07-10 84 59550 72659 203873 34 7982 [} 0 0 [ 0 [] [ 8 414 59140 357/ 7637790 451507| 18837 9839 12770 0 o 0 0
2019.07-11 48 29130 83308 267344 431 3318 0 0 0 0 0 0 0 H 108 28128 174/3655238 222243 9104 4724 6219 0 0 0 0
2019-07-12 76 70263 203211 124589 340 2858 [} 0 0 0 0 0 0 8 174 24579 148)3244400 202177| 8000 4285 5207 0 0 0 0
2019.07-16 39 19413 20610] 9008 338 2074 0 0 0 0 0 0 0 H 126 17856 106/ 2400483 143425 5316 3012|3702 0 [ 0 0
2019-07-17 71 32631  49820) 159685 4 3661 [} 0 0 0 0 0 0 8 210 30008 185/ 4011290 244291 9737 5205 6595 0 0 0 0o~
3
Total 1117 6435291140950 3514605 4270 89148 o o o o o o - - 3995 550435 4204 735311 550381 151665 95617 130740 o o o o
Avg £ 225 aesz o o 0 0 0 0 o s 210 25448 2243 8: osesa| sser| 5032 ess o 0 o o
Min 3 37, 548 o ) ) o 4 €038 5515 2878 3702 0 )
54 30| 11203 o o o 18837 83| 12770 [} )

In case when a single row is presented in the table, the summary will not be presented.

1.6.3 Quick configuration of dates from the calendar

In the new version, we've added a new improvement in the form of speed dialing on most major
screens. After click the button, user can choose from several defined options:

= Today

= Yesterday

= Last Week

= Last 2 Weeks

= Last 30 days

= This Month - the scope of the current month from 1 to the last day of the month,

= Prev Month - the range of the entire previous month from 1 to the last day of the

month,
= Custom Range - selection of date range manually.

After select any range from the list, click the [Refresh] button to refresh the page. An example
screen below:

Instance Load Waits =~ SQOL Analyze  SQL Details Load Trends = Compare TopSQL & SOL 3D Top Day Slow S0Ls

Date from: 2019/07/31 to 2019/07/31

To select the Custom Range date range, first select the start date, then indicate the end date.
The selection is accepted via the [Apply] button.
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Database Load = Waits = Lafches  SOL Analyze = SOL Details SOL Plan Load Trends  Compare TopSQL SQL3D  Top Day
Date from: 2019/03/02 to 2019/03/31
ORACLE DATABASE LOAD Today < Mar 2019
Q click on the chart at specified snapshot time to view Yesterday Moo Tuowe The B s Su fe-Tu
25 26 27T 28 2 25 26

Last Week

Last 2 Weeks
1 12 13 14 16 17 8
Last 30 Days - N
128 19 20 2 22 23 24 15 16
00 ; Tnis Monin % 26 27 2 20 30 3 2 2
. 1 Prev Month 2 3 4 5 6 7 29 30
?— 75 F L | Custom Range
E % A 2019/03/06 -

2019/03/15 Cancel m

Slow SQls  Perf Counters = OS Stat

Apr 2019 >
We Th Fr Sa Su
27 28 29 30 A

3 4 5 6 7
10 1 12 13 14
17 18 19 20 2
24 25 26 27T 28

2 4

3L

1.6.4 Addition of statistics presentation broken down into databases

In the new version, the option related to browsing queries broken down by a specific database in the instance
has been added. After select the database that interest us, the data is available for the selected database, in
relation to all databases for PostgreSQL instances. This option has been added on the following pages:

Top SAL,
Instance Load,

[=———]
;
Load trends,
. = P .- |

10



