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Below we present a list of changes in the DBPLUS Performance Monitor system for monitoring Oracle
databases.

1 New in version 2018.4.1,2018.4.2

1.1 SQL Management Outline/Baseline/Profile

New version of the application adds the ability to manage objects such as:

e Outlines
e Baselines
e Profiles

1.1.1 Object search

A new Plan Explorer menu has been added, available from Database Analysis for each database. The screen
provides information about all Outlines / Baselines / Profiles objects established in a given database. Available
current information as well as historical data.

Browsing information about Outlines, such information’s are presented:

Signature - a unique SQL text identifier

Name - name of the Outline created,

Owner - the name of the user creating the Outline,

Category - the category assigned when the Outline was created,

Used - contains information on the use of Outline by the query, [UNUSED] - Outline has never been
used by the query,

Timestamp - date of creation of Outline,

Version - Oracle version for which Outline was created,

Sql id - query identifier,

Hash Values - query identifier,

Statement text - query text (SQL text),

Compatible - whether outline hints for use are compatible during migration,
Enabled - information whether Outline is enabled,

Format - tooltip format [NORMAL / LOCAL]

Migrated - whether Outline has been migrated to SQL Baselines plan.

VVVVVVVVY VVVYVYVY

Attention! Not all Outlines will have assigned the SQL id / Hash Value. This will refer specifically to those
Outlines that have been created in the past and for which queries are not currently performed.

[ Backto dashboard utines | SalProfies  SqiBaseines | OulinesHistory | ProfiesHistory | Baselines History

@ Pian Explorer

APPS DEFAULT USED 2018-08-21 14:59:36 | 11.2.0.40 asawcdipdgrua 1792761674 NORMAL NOT-MIGRATED

APPS. DEFAULT USED 20160411 07:30:19 11.20.40 U02uDEZGHD 3425257387 NORMAL NOT-MIGRATED
APPS DEFAULT UNUSED NORMAL

APPS DEFAULT USED

NORMAL

In addition, information about all Outline is stored in the database in the Outlines History tab. To search for a
historical Outline, select the appropriate date range.

Another object that is made available for viewing is SQL Plan Baseline. The information available in the SQL
Plan Baseline application includes:

Signature - unique identifier for the SQL text

Statement text - query text (SQL text),

Sql id / Hash Value - query identifier,

Baseline name plan - unique identifier Baseline plan

YV VYV
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» Creator - user creating Baseline
» Origin - how the Baseline Plan was created:

*  MANUAL-LOAD

+ AUTO-CAPTURE

*  MANUAL-SQLTUNE,

+ AUTO-SQLTUNE
Parsing schema - the name of the schema,
Description - additional description,
Version - database version at the time Baseline was created,
Created - data when Baseline was created,
Last modified - the date when Baseline was last modified,
Last executed - the date when Baseline was last executed,
Last verified - the date when Baseline was last verified,
Enabled - [YES / NOJ - information whether Baseline is available,
Accepted - [YES / NQ] - information whether Baseline is accepted,
Fixed - [YES / NOJ - information whether Baseline is repaired,
Reproduced - [YES / NOJ - indicates whether the optimizer could recreate the plan,
Auto-purge - [YES / NOJ - information whether Baseline is automatically cleaned,
Optimizer cost - cost optimizer when Baseline was created
Module - the name of the application module
Action - action in the application.

VVVVVVVVVVYVVVYVYYVY

For SQL Baseline, as well as for Outline, information about historical data is also available.

Outiines  SqiProfles | SqlBaselines  Oufines History | Frofies History | Basefines History

Q If plan object doesn't contain query hash information it could mean that query is executed very fast or plan objects is not used by any query.

SELECT dec SOL_PLAN_{ APPS MANUAL-LO APPS 2040 | 201810 YES ES NO YES YES 94778 XXZOBR12_|

SELECT dec SQL_PLAN_{ APPS MANUAL-LO APPS 2040 | 2018-10 NO YES NO YES YES 95448 XXZOBR12_| urrent

The Plan Explorer tab also provides information on Sql Profiles. Information is available from the table
DBA_SQL_PROFILES.

For each Outlines / Baselines / Profiles object, a function that also displays deleted objects (Drop) is available
- functions can be started by selecting "Include dropped plan objects".

1.1.2 Searching for queries related to objects

In the new version, a search engine has been added that is associated with Outlines / Baselines or Profiles.
The search engine is available in the Sqgl Details tab under the [Find SQL] button. The search engine works in
two ways:

- searching for queries that used any object in a given period (empty search field),

- searching for queries with an indication of the object's name (field supplemented with the name of the object,
e.g. outline)

2018111127 00:00 fe t 201811727

=]
n
©

Queries using plan obj...

1792761674 | XXX13 5402.88 41434| 13647232 100910ME| 1702761674 13 647 245| SELECT SUM(DECODE(CTL
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1.2 Anomaly Monitor

In the new version of the application, the functionality of viewing anomalies (alerts) has been added. The
browser is available from the Database Analysis> Anomaly Monitor database details.

1.2.1 Problem event viewer in the database

On the page user can choose between two tabs: Reasons Analysis and Reasons Overview.

1.21.1 Reasons Analysis

O Click the reason row to see its occurence on the trend. To remove reason from chart, please unselect specified line.

2018-11-30 005228 2018-11-300828:30 Not specified uery processing time caused by locke

2018-11-20 09:08:07 2018-11-3012116:46 Not specified

2018-11-20 04:04:06 2018-12-01 041409 Not specified Performance check 31 tmes 1623 %

5
m not caused by /O disk storeage issues 3 1313%
3
4

2018-11-22 14:3551 2018-11-2009:40:36 Not specified Perf

Specifiad SQL Statements couse Query Elapsed Time Increase 56.8 1)

On the page you can choose several filters to help you find the problem you are looking for. As part of the
filtering these options are available:

« choosing a date or range of dates,

« sorting after month, day, hour, snap,

* (Trends or Online) - the ability to indicate which type of alerts we want to view,

» Hash value - selection of alerts in which the indicated query identifier occurred,

» Reason list - the opportunity to indicate the dedicated causes of the problem,

* Alert lists - the ability to indicate dedicated alerts.

Screen of available filters on the Anomaly Monitor page:

Reasons Analysis Reasons Overview

2018/11119 2018/12/03 S - e ¥ Trends Online  Using Has Enter hash value Group by Day - Refresh

After configuring the appropriate filters, click the [Refresh] button. As a result, a graph will be presented in
which, apart from the basic data bases such as Elapsed Time, CPU Time o Waits, the number of occurrences
of a given problem per unit of time will be presented in the form of bars in the graph. By indicating a given bar
on the chart, a tooltip will be presented with information containing data on basic measures as well as the
number of instances of a given problem per unit of time.
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Reasons Analysis Reasons Overview

0181119 | 20181203 | Showreasontype @ Trends viine  Using Hash Value: | Enter hash value croupbyDay ~ [EEEESH

2018-11-30
® Elapsed Time: 120641 s
® Cpu Time: 47696 s

———————————————————————————————————————® Waits: 20897 s

® Data writes time problem caused by slow /0O response: 3 occurences
® Increase of query processing time caused by slow 1/0 response: 3 occurences
® Performance check: 5 occurences

Below the graph is a table containing additional information about the causes of alerts presented in the
graph. The table contains:

« Start date / End date - date range in which the given reason occurred,

+ Class - the class / area to which the given reason was assigned,

* Reason for the problem - the cause of the problem,

* Occurance - the number of instances of a given cause in the selected date range

* Alerts trends involved / 10 involved / SQL Query involved - sets of alerts included in the

definition of a given problem cause.

The user can indicate the reasons for the problem in the table. Each selection / uncheck will convert the data
in the chart and present only the selected rows.

— —m &

Click the reason row to see its occurence on the trend. To remove reason from chart, please unselect specified line. x

2018-11-30 14:52:16 2018-12-02 06:32:14 1o Data writes time problem c: 4 892% 6.4 tmes 16182 times 5.9 times 6.6 times
2018-11-19 22:15:02 2018-12-02 06:32:14 1o Increase of query processir 5 86.6 % 4.8 times

2018-11-19 22:15:02 | 2018-12-03 09:31:55 Process Performance check 45 1181% 181 %

2018-11-1922:15:02 2018-11-19 22:15:02 Not specified Performance problem for sg : | 76 %

2018-12-03 09:16:43 2018-12-03 09:31:55 New process Performance problem for s; Z 1575 %

2018-11-22 18:28:40 | 2018-11-29 05:38:28 | Not specified | Performance problem for sy 43

2018-11-30 13:05:44 2018-12-03 09:16:43 Log Problem - wait” log file para i 190.3 % 1266 % T48%

The data contained in the table are average data for all occurrences of a given reason. For a more in-depth
analysis of a given problem, after selecting a row, the table will display additional detailed information in the
Alerts Details tab. This view contains information on alerts that have exceeded the thresholds defined for the
given cause of the problem.

There is also a view grouping alerts of the same type that occurred after each other. This allows you to verify
how long the problem lasted. This information is available in the Reasons Occurance Statistics tab.

Reasons Occurance Statistics Alerts Details

N 2018-12-04 05:38:02 - 2018-12-14 17:44:14 FOR PERFORMANCE CHECK

2018-12-04 05:38:02 2018-12-04 06:08:29 3 00:45:27
2018-12-04 11:12:55 2018-12-04 11:12:55 1 00:15:00
2018-12-05 05:59:20 2018-12-05 05:59:20 1 00:15:00
2018-12-06 05:34:58 2018-12-06 05:34:58 1 00:15:00
2018-12-07 15:56:14 2018-12-07 15:56:14 ] 00:15:00




DBPLUS

better performa

In the case below for one (Occurrence = 1) occurrence of the problem Data reads time problem caused by
slow |/ O response. Values for each of the alert defined for this problem which exceeded the threshold values
were presented.

Alerts Details

ON DATA READS TIME PROBLEM CAUSED BY SLOW I/O RESPONSE

2ssage

2018-11-16 22:19:43 | Critical Read time Alert Type: |/O Stat, The measured statistic value is 110 % higher than average , Last value: 1814 s, Reference history value: 862 4 s
2018-11-16 22:19:43 | Critical Single Block Read Alert Type: I/0 Stat, The measured statistic value is 135 % higher than average , Last value: 0.0035 s, Reference history value: 0.0015 s
time

Note: information in the Alerts Details tab is only available for the last selected cause of the problem.

1.2.1.2 Reasons Overwiew

As part of this tab, the application allows you to view problems in one set. We can choose the same filters as
for the Reasons Analysis tab and additionally the option of marking / deselecting grouping after the Cause.

Reasons Analysis  Reasons Overview

2018/11/01 t 2018/12/03 Sh as e T 0 Using Hash Value: | Enter hash value —f Refresh ‘

Depending on the checkbox [Group by reason], alert data will be displayed in various lists:
o selected

1/O/Data writes time problem caused by slow l/O response

Single Block Write time Alert Type: I/0 Stat, The measured statistic value is 10.5 times higher than allowed maximum , Last value: 1.87 s, Reference history value: 0.1623 s

Write time Alert Type: /0 Stat, The measured statistic value is 2.6 times higher than allowed maximum , Last value: 10137 s, Reference history value: 2849 s
2018-12-02 06:32:14 | wait Event Time Alert Type: Load Trends, The measured statistic value is 119 % higher than average , Wait: log file sync, Last value: 60.6 s, Reference history value: 27 6 5

Elapsed Time Alert Type: Load Trends, The m alue is 66 er than average Refe €

e unselected

2018-12-02 06:32:14 | 1/O/Data writes time problem caused Critical Single Block Write Alert Type: I/O Stat, The measured statistic value is 10.5 times higher than allowed maximum , Last value: 1.87 s, Reference

by slow /O response time history value: 0.1623 s

2018-12-02 06:32:14 | |/O/Data writes time problem caused Critical Write time Alert Type: 1/O Stat, The measured statistic value is 2.6 times higher than allowed maximum , Last value: 10137 s, Reference
by slow /O response history value: 2849 s

2018-12-02 06:32:14 | I/O/Data writes time problem caused Critical Wait Event Time Alert Type: Load Trends, The measured statistic value is 119 % higher than average , Wait: log file sync, Last value: 60.6 s
by slow I/O response Reference history value: 27.6 s

n

2018-12-02 06:32:14 | 1/O/Increase of query processing Critical Single Block Write Alert Type: I/O Stat, The measured statistic value is 10.5 times higher than allowed maximum , Last value: 1.87 s, Reference
time caused by slow l/O response time history value: 0.1623 s

1.2.2 Setting a class for a given cause of the problem

In the new version of the application, information about the class assigned to the cause of the problem has
been added. Setting the class is nothing but an additional categorization of problems.

The problem class is defined in the dictionary table available in the menu Configuration> References lists>
Reasons class.
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Reference types management

REFERENCE REFERENCE LIST ITEMS
! Enter the name for new item @
Server types Hame

o Edit
Reason class

Network Edit

Memory Edit

Lock Edit

Log Edit

Latch Edit

New process Edit

The class can be set by defining the new cause of the problem as well as modifying the existing one in the

Reasons & Problems definition tab

Rsaon descighio Network prablem not caused by /O disk storeage issues
Rules & Formulas

Based on Trends

& |

v

Notifications & Conditions

Trends Wait Event Time - [TCP Socket%] ~

NOTIO:Disk reads ~

NOT:IO:Single Block Read time  ~

%] AND ( ( k reads AND

= time ) )

OK Cancel

Addnle  Addgroup

Addrie  Addgroup  Delete

Delete

Delete

me ) OR(

1.2.3 Change in verifying the change of the query explain plan

The new version has modified the functionality associated with verification whether the impact on exceeding
the threshold set in the alert definition (applies only to alerts for queries - SQL Query) was influenced by the

change of the query plan.

From now on the Alert definition for e.g. Elapsed Time with the change plan check option will be presented
and configured separately than the Elapsed Time alert without this option selected.

Mailsettings ~ General setings  Alerts definition

ALERTS CONFIGURATION

ert type »
SqlQuery | Execution
SqlQuery | Elapsed Time (for plan changes only)

£ Configuration SqlQuery | Elapsed Time per 1 exec (for plan changes only)

SqlQuery | Disk reads (for plan changes only)

SqlQuery | Execution (for plan changes onlly)

Reasons & Problems definition

At settings Load Trends | Elapsed Time

Load Trends | Wait Time

Events subscription

| Refresh |

Alert description Enabled | Level v

V. 100 %
2 5 100 %
Lt 5 100 %
S 50 % 100 %
100 %
100 %
2 80
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This change allows for more precisely defining problem definitions that cause the database performance
degradation.

Mail settings General settings Alerts definition Reasons & Problems definition Events subscription

Q  List of performance problems which apply to all oracle databases. Please be aware that Online issues are calculated every 30 seconds other problems every 15 minutes. Any changes in below lists are
recognizes by DBPLUS.Catcher monitoring service up to 15 minutes

e
Type Class Reason/Problem description Eppabled
Trends Process Problems couse Query change plan v Trends:Elapsed Time AND ( ( SQLQuery:Elapsed Time (for plan changes only) AND SQLQuery -
Trends Process Database performance degradation couse SQL query change plan & ( Trends-Elapsed Time AND Trends:Wait Time AND Trends:Execution ) AND ( SQLQuery!|
Trends 110 Network problem not caused by /0 disk storeage issues s Trends:Wait Event Time - [TGP Socket%] AND ( 10:Disk reads AND 10:Single Block
Trends 1o Problems couse increase Executions and Disk Reads Ls Trends:Elapsed Time AND ( ( SQLQuery-Elapsed Time AND SQLQuery:Elapsed Time per 1 exe

1.2.4 New parameter controlling the alert function

The new Minimal History Days parameter has been added for alert settings. The parameter is visible in the
main menu Configuration> Alerts settings in the General settings tab. It mainly concerns new databases
connected to monitoring. Specifies the minimum time after which trend-based alerts will be calculated.

The problem occurred after start monitoring new database a large part of alerts was not able to correctly show
the problem due to the lack of a "stable" trend. The parameter is modifiable and can be changed if necessary.

Mail settings General settings Alerts definition Reasons & Problems definition Events subscrption

£ Configuration

Alert settings.
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1.3 Changes in the DBPLUSCATCHER monitoring service

1.3.1 Support for communication error ORA — 12571

A correction for the DBPLUSORACLECATHER service related to the ORA-12571 communication error has
been implemented. The problem was the failure to execute the procedure in the event of receiving such an
error code. Currently, this error will cause the DBPLUSORACLECATHER service to restart.

1.3.2 Support for the problem of the lack of space caused by the long
procedure of searching for literals

The problem occurred in databases in which there is a high level of queries using literals. In some cases, a
high percentage of literals caused delays in generating a snap. The problem has been fixed and will not
occur in later versions.

1.4 Group wait by class, screen Waits > Analyze

The new version of the software has added wait sort functionality by class. Depending on the period you
selected, you can now see the share of a given class in the total number of waits. The functionality works for
grouping after performance wait and for all waits.

2018/11/19 to 2018/11/23 Additional filters Group by Day ~ Group by Class ~ Perf. Waits ~ @

Overview Analyze 8. show sinmpacton load

WAITS ANALYSIS GRAPH

2018-11-21
® All waits® 14949415

® Network: 525235.65 ( 35.1%)

® User 1/0: 521136.8s ( 34.9%)
System 1/O: 178950s (12%)

© Commit- 150810s ( 10.1% )

® Concurrency: 32020.25( 2.1%)

TCP Socket (KGAS) Network 2717 547.690
db file sequential read User li0 1832 068.380 282
log file sync Commit 621167250 96
db file parallel write System IO 404 865220 62

System /0 229 403.240 35

Application 140 640 650 22
read by oiher session User 110 106 637.980 16

db file scattered read User 1iO 100 981.600 16

10
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1.5 Searching for sessions for a given waits, screen
Session/Sort/Undo history

The new version of the application adds the ability to search information about the user's session using a given
type of wait. We start the search by pressing the "Hide additional filters" button and then from the list of
available waits we add the ones we want to view.

After pressing the Refresh button, only those sessions that were waiting, for a wait selected by the user from
the list will be presented in the given period.

At the same time, you can also select other filters, e.g. such as SID session ID or Hash Value.

Session | Sort/ Undo history

Sessions

S

Sessions  Sorl Undo

17505

DMACHURA_INTE!

1506261291 MLATKA_INTER 1| MLATKA INTER

1.6 Information on scheduled work and scheduled monitoring
shutdowns

The new version of the application allows users to schedule dates and times when work should be executed

as well as planning when to disable the monitoring system.
Disabling monitoring as well as recording scheduled work is available in the main menu of the Servers monitor

tab:
e Schedules outages (disabling the database with monitoring)
e Scheduled works

1.6.3 Disabling the monitoring database

After entering the tab, we can view information about scheduled monitoring shutdowns. On the website, only
the exclusions for the current day as well as those scheduled in the future are visible by default. The information
can be viewed for all databases as well as for a specific database.

To add a new entry, click the [Add new outage] button.

Scheduled outages
2018111126 Al databases Refresh ‘
Outages information and its schedules are refreshed within 15 minutes.

FKOST From 2018-11-24 o 2018-11-28 Every Sat, Sun between 17:00- 17:20

Every Mon between 14:40- 15:00

FK0ST

After clicking, we choose which database should be turned off, and then choose whether the shutdown should
be:

e single or recurring,

e last one or many days,

e is expected to occur on a specific day of the week.
After selection, we add information about the reason for the exclusion and accept configurations. After the
correctly entered configuration, the new entry will be visible in the table. It must be remembered that the
information about the shutdown will appear on the chart when the new / next snapshot is generated.

11
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OUTAGE DEFINITION

Database FKOST ~
Enabled o
Use begin date 4] 2018/11/24
Use end date ] 2018M1/28

Mon [ Tue ] Wed Th JFi W sat ¥ sun

| 17:00 |- | 1720

Qutage module testing

OK Cancel

Information about monitoring service being shut down is visible on the Dashboard screen:

» in the case of Television mode - a yellow mark next to the database and a description of "Monitoring
Outage"

B Dashboard

Oracle dashboard monitor Seconds lo next refresh: 13 [J FullScreen | ALL DATABASES ~ Search instance Toggle view E = =

® dbplus@XE REPOSITORY

> in the case of Icons view

In this view, the base is also marked in yellow, which means a break in monitoring. As well as the base in
which monitoring has been disabled, it is not included in the number of active databases.

Oracle dashboard monitor

SUMMARY FOR ALL DATABASES

r N
1 2 1
Servers D ase Active Data
by, >
PHYSICAL SERVERS ® Performingwell @ Waming @ Overloaded @ Notavailable
® DESKTOP-HR1BESS i
DRACLE INSTANCES ® Performing well @ Wam L ] cfioaded @ MNoiavailab Monitoring in outage Search instance
XE | ® XE 2

12
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» in case of Grid view

Oracle dashboard monitor fresh 7 ALLDATABASES - | Toggleview. | @ |= n
SUMMARY FOR ALL DATABASES -
Summary of Waits @ Summary of [0 Waits @ Summary of Lock Waits @
1 2 1 \ s A
Servers Databases Active Diatabases \ l l \ l
oo o & \@RORE /
S g == @
ORACLE INSTANCES Search instance
Database Type Machine Datapsss Active CRU Usage (4] wats [sr1s] 10 wats [sits] Locks [s11s] Latches [s/1s] Aerts sassions Transactions Total space (65]
INOT SPECIFIED DESKTOP-HR1BEG6 XE_2 2 6o 000 0o00e 000® 000® [ 1 o 59

Information about turning off the monitoring is visible in the graph of current CPU utilization for a given database
in the form of yellow vertical bars.

Information about disabling is also visible on the Database Load chart. In case the database is excluded from

monitoring, yellow vertical bars appear in the graph. At the moment of disabling, information on statistics is not
collected.

ORACLE DATABASE LOAD Manage timelin
E|
18-11-27 15:13:57
: Elapsed Time: 0
®: Cpu Time: 0
210, Lock, Wait time: 0 @
o: Server CPU: 0
- Monitoring Outage {testowe wylaczenic)
puci
- n - @ s L

1.6.4 Planning work and implementations

After entering the tab, we can view information about the upcoming scheduled work. On the website, only
works for the current day as well as those scheduled in the future are visible by default. The information can
be viewed for all databases as well as for a specific database. The functionality is created to present

information about scheduled work that may affect the performance of the database. To add a new entry, click
the [Add new work or tag] button.

Scheduled works & timeline tags

Date from 2018/1126 fo Filterby database | All databases ~ @

PLANNED WORKS & TIMELINE TAGS SCHEDULE Add new work or tag

Q@  Planned works, imeline tags are visible on Database load, Load Trends charts for specified databases
Database

Timelinie Work fitle Details & Description

FK0ST 2018-11-26 10:56 Waranie poprawek Praca testows

FKosT 2018-11-26 1320 waranie poprawek 2 Praca testowa

13
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After clicking, we choose for which database the planned work should be registered, and then we choose
whether the shutdown should be:

e single or long period
After selecting the range, we add information in the "tag title" field (visible later in the chart), and add detailed
information about the planned work, then we accept the configuration. After the correctly entered configuration,
the new entry will be visible in the table. It must be remembered that the information about the planned work
will appear on the chart when the new / next snapshot is generated.

No database selected

2018/11/26 15:14

Enter tag title

Enter workitag detail information

OK Cancel

Information about scheduled work is shown in the Database Load chart in the form of points (single events)
or bars in the case of long-term work. After hovering over the point / bar, the information about the scope and
the topic of the planned work will be displayed. If work is planned in the future, information about the work
will be visible as a point on the right side of the chart.

In addition, from the Database Load level, we can manage deployments by clicking on the [Manage timeline]
button.

2018111126 2018111126

14
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1.7 Permission management in the DBPLUS Performance Monitor

In the new version of the application, the functionality of giving access to the DBPLUS Performance Monitor
screens has been modified. In the new version, the PROFILE access object has been added, which allows
assigning appropriate access to the profile and then granting rights by assigning the profile to the user. The
way of granting access to each group of objects has also been modified.

Security - Management of application rights

ABBIARTUR
ABB\GRUPA_USERS
ADMIN

ADMIN2

ed Functions rights Dal Custom privileges UnSelect All Select All

ADMIN3
Q  Default object privileges 1o f

DESKTOPWARTUR

Dashboard
Space monitor
#Parameters
“Reports
¥lLoad trends
Servers monitor
Application architecture
Logs
Schedules outages
Scheduled works
“iconfiguration
¥isettings
¥IDatabases
¥IReferences lists
¥isecurity
WAlert settings

In order to create a new object, eg a profile (PROFILE), click on [Add new object], then select the object type
"PROFILES" and give the name of the object.

ADMIM

PROFILE
Add new object Cancel

To assign permissions to a given object, select it from the list on the left side of the screen. After clicking on
the object on the right side, the page with the access configuration will be displayed.
First you need to choose whether the permissions will be:

¢ own (Use own permissions).
¢ inherited permissions form parents.

DESKTOPWARTUR

Use own permissions

1.7.1 Own permissions
If you choose (own permissions), you have three tabs to configure permissions:
e Function rights,
o Databases access,
e Custom privileges

Functional settings allow you to give rights to pages or functionality in the application at the global level for a

given user / group or profile for all databases. You can override these rights by granting custom permissions
for a specific database. Custom permissions can only be changed for the Database Analysis module. Custom
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permission is superordinate to a given database in relation to functional rights. If you assign custom
permissions, the (permissions overwritten) message will be displayed next to the database name.

Functions rights Databases access

¥ Database Analysis
#IPerformance
#I/0 Stats
¥ISpace monitar
“IMemory
¥Sessions
#iSessions
Kill sessions
¥iSession Resources
#Backups
¥llocks
Kill sessions
¥ Parameters
¥ ogs
¥ Reports
¥|Performance report
¥Not used indexes
#IPlan Explorer
¥ Anomaly monitor

AE 2 (permissions overwritten)

Custom privileges

Q  Function privileges for Dalabase Analysis module overwrite main function rights

In addition, you can restrict access to specific databases. To do this, in the Database access tab, select the
appropriate check boxes for a given database or select ALL_DATABASES. If certain bases are restricted, this

will also limit the Custom privileges tab.

Functions rights Databases access

U  Object access to databases

Custom privileges

1.7.2 Inherited permisions form parents

If you choose inherited rights, you can specify which profile or profiles to use for a given user or user group.
Each profile contains a list of objects and access to which. Granting permissions to multiple profiles for the
user will result in the entitlement for a given user being the sum of rights for selected profiles.
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Profiles assigment

2 Permissions to inherited from assigned profiles

Access Profile Mame

Attention! In order to enable the functionality of limited access to the application, you must change the settings
at the level of the DBPLUS Configuration Wizard> Applications settings> Applications Options> Configure. As
well as change the status of the SECURITY parameter to ON

Settings  Dashboard icon saftings | Dashboard Tv Parameters

©Q  List of configuration parameters. Please click on the edit button to change parameter value.

SECURITY ON - Appication can work in SECURITY mode sef to ON of to OFF. It means that applcation uses (or doesnt use) user authentication. Setting the SECURITY 1o on, it requires at feast one user created.

£ Configuration

Settings. DASHEOARD_ANIMATE_PARAMETERS  ON Seting is valid for DM dashboard dispiayed in tefevision mode. Based on it each sql server icon can toggle/animate automatically fis parameters lie (server cpu, s, sessions, efc.) Edit

The interval fime in seconds between each snapshot of locks made by DBPLUS CATCHER service. The parameter can be setup separatelly for each instance. In a case of frequent locks, please

LOCKING_SNAPSHOT_FREQUENCY 300
- - . consider lower vaiue for LOCKING_SNAPSHOT_FREQUENCY. In a case of rarely occured locks, please use bigger value or it

Edit

Below screen with the DBPLUS Configuration Wizard

SORACLECATCHER service, 11S application and oracie

ble in anonymous mode (for every user who

Application pool settings (AppPoolDPM)

Login type LocalSystem jod

o
-
o
3
m

Protoco http Binding property Default wr

Port |80 Host name

Application path

Select application folder

| [ use windows authentication in access to application I
Save configuration Test settings Close

Application security
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1.8 General improvements

1.8.1 Addition of Hash value query from the SQL Plan level

In the new version of the application, the ability to add the query identifier has been added while viewing
information about the Query Plan.

The selection of the query plan is possible by clicking the [Plus] button in the Hash Value column (selecting
Group by query).

Daiabase Load = Waits Laiches =~ SOLAnalyze ~SOL Defals = SQLPlan | LoadTrends Compare TopSOL | SOL3D | TopDay SlowSQLs = PerfCounters OS Stat

2019/11/12 || 00:00 20191119 || 2359 | @ @ Group by Day ~ [ Refresh ‘

3150621122 cugansqewpar 986750 451199 124763293 12525 389 79931 9403255 4396 501091 12345

1.8.2 The ability to generate a Performance Report in hourly mode

In the new version of the application, we have made it possible to generate a Performance Report by providing
specific hours for which the report should be generated. The report can be generated from the database level
in the Reports menu.

1.8.3 The ability to export Performance Counters statistics

In the new version of the application, the ability to export performance statistics has been added. The
functionality is available from the Perf Counters tab under Database Analysis. Export is possible by changing
the chart preview to the tabular form [Switch to grid].

Export is performed for statistics previously selected from the table, choosing one from he following Grid
options:
Export grid or Export grid with formatted data.
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Datefiom: | (%] 2018111727 | to ‘ 201811127

| Groupby Snap -

Refresh

HISTORY

Togale view:

B -

COUNTERS FIED PERIOD TIME

‘ ), Searcn performance counter by any value in beiow table

ADG parselock X get successes User
Batched 10 (bound) vector count Batched [0
Baiched [0 (full) vector count Batched 10

Batched 10 single block count

Batched 10

SELECTED COUNTERS DETAILS WITHIN SPECIFIED PERIOD

Logdate ADG parselock X get attempts/User Batched I0 (space) vestor count/Batched IO Baiched 10 same unit count/Batched 10 Batched 10 buffer defrag Batched 10
2018-11-27 00:03:37 [ 205614 3718 3209 o
2018-11-27 00:18:50 0 159 869 3213 993 I
2018-11-27 00:34:01 0 519 359, 5021 3005
2018-11-27 00:49:14. 0 599 1075
2018-11-27 01:04:26 12830 2112 24473
2018-11-27 01:19:38 0 1211 5344
2018-11-27 01:3451 0 631 7863
2018-11-27 01:50:03 0 232 13419
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