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Below we present a list of changes in the DBPLUS Performance Monitor system for monitoring Oracle 
databases. 

1 New in version 2018.4.1,2018.4.2 

1.1 SQL Management Outline/Baseline/Profile 
 
New version of the application adds the ability to manage objects such as: 

 Outlines 
 Baselines 
 Profiles 

1.1.1 Object search 
 
A new Plan Explorer menu has been added, available from Database Analysis for each database. The screen 
provides information about all Outlines / Baselines / Profiles objects established in a given database. Available 
current information as well as historical data. 
 
Browsing information about Outlines, such information’s are presented: 

 Signature - a unique SQL text identifier 
 Name - name of the Outline created, 
 Owner - the name of the user creating the Outline, 
 Category - the category assigned when the Outline was created, 
 Used - contains information on the use of Outline by the query, [UNUSED] - Outline has never been 

used by the query, 
 Timestamp - date of creation of Outline, 
 Version - Oracle version for which Outline was created, 
 Sql id - query identifier, 
 Hash Values - query identifier, 
 Statement text - query text (SQL text), 
 Compatible - whether outline hints for use are compatible during migration, 
 Enabled - information whether Outline is enabled, 
 Format - tooltip format [NORMAL / LOCAL] 
 Migrated - whether Outline has been migrated to SQL Baselines plan. 

 
Attention! Not all Outlines will have assigned the SQL id / Hash Value. This will refer specifically to those 
Outlines that have been created in the past and for which queries are not currently performed. 
 

 
 
In addition, information about all Outline is stored in the database in the Outlines History tab. To search for a 
historical Outline, select the appropriate date range. 
 
Another object that is made available for viewing is SQL Plan Baseline. The information available in the SQL 
Plan Baseline application includes: 

 Signature - unique identifier for the SQL text 
 Statement text - query text (SQL text), 
 Sql id / Hash Value - query identifier, 
 Baseline name plan - unique identifier Baseline plan 
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 Creator - user creating Baseline 
 Origin - how the Baseline Plan was created: 

• MANUAL-LOAD 
• AUTO-CAPTURE 
• MANUAL-SQLTUNE, 
• AUTO-SQLTUNE 

 Parsing schema - the name of the schema, 
 Description - additional description, 
 Version - database version at the time Baseline was created, 
 Created - data when Baseline was created, 
 Last modified - the date when Baseline was last modified, 
 Last executed - the date when Baseline was last executed, 
 Last verified - the date when Baseline was last verified, 
 Enabled - [YES / NO] - information whether Baseline is available, 
 Accepted - [YES / NO] - information whether Baseline is accepted, 
 Fixed - [YES / NO] - information whether Baseline is repaired, 
 Reproduced - [YES / NO] - indicates whether the optimizer could recreate the plan, 
 Auto-purge - [YES / NO] - information whether Baseline is automatically cleaned, 
 Optimizer cost - cost optimizer when Baseline was created 
 Module - the name of the application module 
 Action - action in the application. 
 
For SQL Baseline, as well as for Outline, information about historical data is also available. 

 

 
 
The Plan Explorer tab also provides information on Sql Profiles. Information is available from the table 
DBA_SQL_PROFILES. 
 
For each Outlines / Baselines / Profiles object, a function that also displays deleted objects (Drop) is available 
- functions can be started by selecting "Include dropped plan objects". 

1.1.2 Searching for queries related to objects   
In the new version, a search engine has been added that is associated with Outlines / Baselines or Profiles. 
The search engine is available in the Sql Details tab under the [Find SQL] button. The search engine works in 
two ways: 
- searching for queries that used any object in a given period (empty search field), 
- searching for queries with an indication of the object's name (field supplemented with the name of the object, 
e.g. outline) 
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1.2 Anomaly Monitor  
 
In the new version of the application, the functionality of viewing anomalies (alerts) has been added. The 
browser is available from the Database Analysis> Anomaly Monitor database details. 
 

1.2.1 Problem event viewer in the database 
 
On the page user can choose between two tabs: Reasons Analysis and Reasons Overview. 

1.2.1.1 Reasons Analysis 

 
 
On the page you can choose several filters to help you find the problem you are looking for. As part of the 
filtering these options are available: 

• choosing a date or range of dates, 
• sorting after month, day, hour, snap, 
• (Trends or Online) - the ability to indicate which type of alerts we want to view, 
• Hash value - selection of alerts in which the indicated query identifier occurred, 
• Reason list - the opportunity to indicate the dedicated causes of the problem, 
• Alert lists - the ability to indicate dedicated alerts. 

 
Screen of available filters on the Anomaly Monitor page: 
 

 
 
After configuring the appropriate filters, click the [Refresh] button. As a result, a graph will be presented in 
which, apart from the basic data bases such as Elapsed Time, CPU Time o Waits, the number of occurrences 
of a given problem per unit of time will be presented in the form of bars in the graph. By indicating a given bar 
on the chart, a tooltip will be presented with information containing data on basic measures as well as the 
number of instances of a given problem per unit of time. 
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Below the graph is a table containing additional information about the causes of alerts presented in the 
graph. The table contains: 

• Start date / End date - date range in which the given reason occurred, 
• Class - the class / area to which the given reason was assigned, 
• Reason for the problem - the cause of the problem, 
• Occurance - the number of instances of a given cause in the selected date range 
• Alerts trends involved / IO involved / SQL Query involved - sets of alerts included in the 

definition of a given problem cause. 
 
The user can indicate the reasons for the problem in the table. Each selection / uncheck will convert the data 
in the chart and present only the selected rows. 
 

 
 
The data contained in the table are average data for all occurrences of a given reason. For a more in-depth 
analysis of a given problem, after selecting a row, the table will display additional detailed information in the 
Alerts Details tab. This view contains information on alerts that have exceeded the thresholds defined for the 
given cause of the problem. 
There is also a view grouping alerts of the same type that occurred after each other. This allows you to verify 
how long the problem lasted. This information is available in the Reasons Occurance Statistics tab. 
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In the case below for one (Occurrence = 1) occurrence of the problem Data reads time problem caused by 
slow I / O response. Values for each of the alert defined for this problem which exceeded the threshold values 
were presented. 

 
 
Note: information in the Alerts Details tab is only available for the last selected cause of the problem. 

1.2.1.2 Reasons Overwiew 

 
As part of this tab, the application allows you to view problems in one set. We can choose the same filters as 
for the Reasons Analysis tab and additionally the option of marking / deselecting grouping after the Cause. 

 
 
Depending on the checkbox [Group by reason], alert data will be displayed in various lists: 

 selected 

 
 unselected 

 

1.2.2 Setting a class for a given cause of the problem 
In the new version of the application, information about the class assigned to the cause of the problem has 
been added. Setting the class is nothing but an additional categorization of problems. 
The problem class is defined in the dictionary table available in the menu Configuration> References lists> 
Reasons class. 
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The class can be set by defining the new cause of the problem as well as modifying the existing one in the 
Reasons & Problems definition tab 
 
 

 
 

1.2.3  Change in verifying the change of the query explain plan 
 
The new version has modified the functionality associated with verification whether the impact on exceeding 
the threshold set in the alert definition (applies only to alerts for queries - SQL Query) was influenced by the 
change of the query plan. 
From now on the Alert definition for e.g. Elapsed Time with the change plan check option will be presented 
and configured separately than the Elapsed Time alert without this option selected. 
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This change allows for more precisely defining problem definitions that cause the database performance 
degradation. 
 

 

1.2.4 New parameter controlling the alert function 
The new Minimal History Days parameter has been added for alert settings. The parameter is visible in the 
main menu Configuration> Alerts settings in the General settings tab. It mainly concerns new databases 
connected to monitoring. Specifies the minimum time after which trend-based alerts will be calculated. 
The problem occurred after start monitoring new database a large part of alerts was not able to correctly show 
the problem due to the lack of a "stable" trend. The parameter is modifiable and can be changed if necessary. 
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1.3 Changes in the DBPLUSCATCHER monitoring service 
 

1.3.1 Support for communication error ORA – 12571 
A correction for the DBPLUSORACLECATHER service related to the ORA-12571 communication error has 
been implemented. The problem was the failure to execute the procedure in the event of receiving such an 
error code. Currently, this error will cause the DBPLUSORACLECATHER service to restart. 

1.3.2 Support for the problem of the lack of space caused by the long 
procedure of searching for literals 

The problem occurred in databases in which there is a high level of queries using literals. In some cases, a 
high percentage of literals caused delays in generating a snap. The problem has been fixed and will not 
occur in later versions. 

1.4 Group wait by class, screen Waits > Analyze 
The new version of the software has added wait sort functionality by class. Depending on the period you 
selected, you can now see the share of a given class in the total number of waits. The functionality works for 
grouping after performance wait and for all waits. 
 
 

 
 
The data is also available in a tabular version. A validation class was assigned to each valid. 
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1.5 Searching for sessions for a given waits, screen 
Session/Sort/Undo history 

The new version of the application adds the ability to search information about the user's session using a given 
type of wait. We start the search by pressing the "Hide additional filters" button and then from the list of 
available waits we add the ones we want to view. 
After pressing the Refresh button, only those sessions that were waiting, for a wait selected by the user from 
the list will be presented in the given period. 
At the same time, you can also select other filters, e.g. such as SID session ID or Hash Value. 
 
 

 
 

1.6 Information on scheduled work and scheduled monitoring 
shutdowns 

 
The new version of the application allows users to schedule dates and times when work should be executed 
as well as planning when to disable the monitoring system.  
Disabling monitoring as well as recording scheduled work is available in the main menu of the Servers monitor 
tab: 

 Schedules outages (disabling the database with monitoring) 
 Scheduled works 

 

1.6.3 Disabling the monitoring database 
After entering the tab, we can view information about scheduled monitoring shutdowns. On the website, only 
the exclusions for the current day as well as those scheduled in the future are visible by default. The information 
can be viewed for all databases as well as for a specific database. 
To add a new entry, click the [Add new outage] button. 
 

 
 
After clicking, we choose which database should be turned off, and then choose whether the shutdown should 
be: 

 single or recurring, 
 last one or many days, 
 is expected to occur on a specific day of the week. 

After selection, we add information about the reason for the exclusion and accept configurations. After the 
correctly entered configuration, the new entry will be visible in the table. It must be remembered that the 
information about the shutdown will appear on the chart when the new / next snapshot is generated. 
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Information about monitoring service being shut down is visible on the Dashboard screen: 

 in the case of Television mode - a yellow mark next to the database and a description of "Monitoring 
Outage" 

 
 

 in the case of Icons view 
In this view, the base is also marked in yellow, which means a break in monitoring. As well as the base in 
which monitoring has been disabled, it is not included in the number of active databases. 
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 in case of Grid view 
 

 
 
Information about turning off the monitoring is visible in the graph of current CPU utilization for a given database 
in the form of yellow vertical bars. 

 
 
Information about disabling is also visible on the Database Load chart. In case the database is excluded from 
monitoring, yellow vertical bars appear in the graph. At the moment of disabling, information on statistics is not 
collected. 
 
 

 
 
 

1.6.4 Planning work and implementations 
After entering the tab, we can view information about the upcoming scheduled work. On the website, only 
works for the current day as well as those scheduled in the future are visible by default. The information can 
be viewed for all databases as well as for a specific database. The functionality is created to present 
information about scheduled work that may affect the performance of the database. To add a new entry, click 
the [Add new work or tag] button. 
 

 



 

14 
 

 
After clicking, we choose for which database the planned work should be registered, and then we choose 
whether the shutdown should be: 

 single or long period 
After selecting the range, we add information in the "tag title" field (visible later in the chart), and add detailed 
information about the planned work, then we accept the configuration. After the correctly entered configuration, 
the new entry will be visible in the table. It must be remembered that the information about the planned work 
will appear on the chart when the new / next snapshot is generated. 
 

 

 
 
Information about scheduled work is shown in the Database Load chart in the form of points (single events) 
or bars in the case of long-term work. After hovering over the point / bar, the information about the scope and 
the topic of the planned work will be displayed. If work is planned in the future, information about the work 
will be visible as a point on the right side of the chart. 
In addition, from the Database Load level, we can manage deployments by clicking on the [Manage timeline] 
button. 
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1.7 Permission management in the DBPLUS Performance Monitor 
In the new version of the application, the functionality of giving access to the DBPLUS Performance Monitor 
screens has been modified. In the new version, the PROFILE access object has been added, which allows 
assigning appropriate access to the profile and then granting rights by assigning the profile to the user. The 
way of granting access to each group of objects has also been modified. 
 

 
 
 
In order to create a new object, eg a profile (PROFILE), click on [Add new object], then select the object type 
"PROFILES" and give the name of the object. 
 

 
 
To assign permissions to a given object, select it from the list on the left side of the screen. After clicking on 
the object on the right side, the page with the access configuration will be displayed. 
First you need to choose whether the permissions will be: 

 own (Use own permissions). 
 inherited permissions form parents. 
 

 

1.7.1 Own permissions 
If you choose (own permissions), you have three tabs to configure permissions: 

 Function rights, 
 Databases access, 
 Custom privileges 

 
Functional settings allow you to give rights to pages or functionality in the application at the global level for a 
given user / group or profile for all databases. You can override these rights by granting custom permissions 
for a specific database. Custom permissions can only be changed for the Database Analysis module. Custom 
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permission is superordinate to a given database in relation to functional rights. If you assign custom 
permissions, the (permissions overwritten) message will be displayed next to the database name. 

 
 

In addition, you can restrict access to specific databases. To do this, in the Database access tab, select the 
appropriate check boxes for a given database or select ALL_DATABASES. If certain bases are restricted, this 
will also limit the Custom privileges tab. 
 
 

 
 

1.7.2 Inherited permisions form parents 
If you choose inherited rights, you can specify which profile or profiles to use for a given user or user group. 
Each profile contains a list of objects and access to which. Granting permissions to multiple profiles for the 
user will result in the entitlement for a given user being the sum of rights for selected profiles. 
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Attention! In order to enable the functionality of limited access to the application, you must change the settings 
at the level of the DBPLUS Configuration Wizard> Applications settings> Applications Options> Configure. As 
well as change the status of the SECURITY parameter to ON 
 

 
 
Below screen with the DBPLUS Configuration Wizard 
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1.8 General improvements 
 

1.8.1 Addition of Hash value query from the SQL Plan level 
In the new version of the application, the ability to add the query identifier has been added while viewing 
information about the Query Plan. 
The selection of the query plan is possible by clicking the [Plus] button in the Hash Value column (selecting 
Group by query). 
 

 
 
 

1.8.2 The ability to generate a Performance Report in hourly mode 
In the new version of the application, we have made it possible to generate a Performance Report by providing 
specific hours for which the report should be generated. The report can be generated from the database level 
in the Reports menu. 

1.8.3 The ability to export Performance Counters statistics 
In the new version of the application, the ability to export performance statistics has been added. The 
functionality is available from the Perf Counters tab under Database Analysis. Export is possible by changing 
the chart preview to the tabular form [Switch to grid]. 
 

 
 
Export is performed for statistics previously selected from the table, choosing one from he following Grid 
options: 
Export grid or Export grid with formatted data. 
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