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Below is a list of changes to the DBPLUS Performance Monitor system for MS SQL instance monitoring.

New in 2022.1

1 Data management in the DBPLUS repository database

In the DBPLUS application, all data related to the monitoring of the instance are saved in one place in the
repository database. Detailed data (e.g. query statistics collected at 15-minute intervals) are aggregated into
daily data after a certain period of time. Until now, the user had only one main parameter that controlled the
retention time of data in the repository.

In the latest version of the application, we have added parameters that enable individual configuration of the
data retention time in the DBPLUS repository for the most important monitoring areas.

The configuration change is available in the settings menu from the main menu: Configuration> Settings. The
parameters responsible for setting the time length can be found in the dedicated HISTORY SETTINGS section
in the Settings tab.

Seffings  Wails setiings  Dashboard thresholds  Object Size Setfings F*I‘ e q Gl Instance setings @ Restore defaults
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The section includes the configuration for the main Detailed Statistics parameter, as well as the parameters of
the main monitoring areas. Setting the configuration for any of the parameters overwrites the settings of the
main parameter. Please note that the change applies to all monitored instances.

Parameters are available for the areas:

=  Statements statistics - concerns the query area,

= Session \ Locks statistics - concerns the area of locks and sessions,

= Waits statistics - concerns the wait area,

= latches statistics - applies to Latch statistics available on Latches: Overview and Buffer latches
screens,

= Jobs - applies to Job statistics in the case of enabled monitoring user rights,

= Latch Spin Lock history - applies to information about Latch Spin Lock,

= Perf Counters statistics - performance statistics available in the Perf Counters tab,

= Session memory details - the parameter is responsible for storing detailed data on the memory
usage by the session,

=  Objects Space Size - a parameter responsible for the time of keeping information on the size of
objects in the monitored database. Object occupancy monitoring is an additional module that we
turn on in the settings menu in the Object Size Settings tab,

= |O Stats - the parameter is responsible for the storage time of 10 Stats data in the DBPLUS repository,

=  Backups - applies to the backup area.

Each change of parameters introduces changes from the next snap for the thread deleting the stories from
the repository database. Information on data deletion can be followed in the logs available from the main
menu Servers monitor> Logs in the Deletion procedure runtime tab.

2  Reports

In the DBPLUS Performance Monitor application, we have the ability to report the performance of the
monitored instance. In the latest version of the application, we have added to the report information about
the creation of an PlanGuide objects in the reporting period. If an PlanGuide has been created for a given
query, such information will be included in the report. This information will be available in the Performance
Monitor and Anomaly Monitor report.
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During the report Anomaly monitor generation process, the user can configure how many newly created
PlanGuide objects in the period for which the report is generated are to be included in the report.
Additionally, a parameter has been added thanks to which only significant problems affecting performance
will be included in the report. The default configuration assumes that a given problem must account for over
10% of the impact in relation to other problems detected by DBPLUS Anomaly Monitor.

| Generate report [EISTNSH]

DBPLUS - main report

DBPLUS - main report
[ saveasnew |
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Below is an example of information, along with a space on the chart informing about adding an PlanGuide for
a given query.

Notice! Please note that in the case of the MSSQL platform, after generating the PlanGuide for the query, a
new query identifier is created.

The chapter includes Plan Guides created in the reported period.

8.1.1. Query hash: 0x8B597448B0OBEA59D

The query was optimized via Plan Guide with name DBPLUS_0x48CC450396BF8C79, hints USE PLAN HINTS
on 08.04.2022 14:06:47.

Average elapsed time for a day is 4,79s in the reported period. Average elapsed time per 1 execution is

0,00038s in the reported period. The charts represents CPU time grouped by hour in the period between
31.03.2022 and 14.04.2022.

SQL Statements statistic for CPU Time

CPU Time [seconds]

v
2022-03-14 00 2022-03-20 08 2022-03-26 16 2022-04-02 01 2022-04-08 09
time

CPU Time - undefined W PlanGuide
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The problem with slow report generation has been corrected in the latest version. The problem was related
to the change of the execution plan of one of the queries that collected data for the report. The query has
been optimized.

Improvement in Anomaly Report

In the latest version, changes have been made to the Anomaly Monitor report related to:
= |mprovement of the currently occurring data presentation errors in the report,
= acceleration of the report generation process
= improvement of the translation for the Polish version

3 Anomaly Monitor
The latest version introduces a number of changes to the functionality of detecting performance problems.

Improved detection calculation for queries that run at fixed times

In the latest version of the algorithm that verifies the occurrence of performance anomalies in the database,
we have improved the mechanism that checks whether a given performance problem does not result from a
repetitive, constant process that is run periodically on the monitored database. If a disturbance resulting from
a cyclical process launched at fixed hours is detected, such an alert will not be generated.

4  Bug fixes and improvements
4.1. Improvements for Azure SQL Database version

In the latest version, POPULATE_LOCK_ORDINALS wait has been added to the non-performance wait
dictionary. In the DBPLUS application when detecting a wait that does not affect performance, the user has
the option to add it to the dictionary. This dictionary contains information about waits that do not affect the
duration of queries and will not be counted by applications to the wait level.

The dictionary is available in the Configuration> Settings menu, in the Waits settings tab.

Seftings | Waits settings  Dashboard thresholds  Object Size Settings

List of NON Performance waits used in monitoring process and it applys to all sql instances. Those events are excluded from performance trends and from alerts calculation. Monitoring service refreshes waits dictionary list once per hour.

Search item in below dictionary

%DISPATCHER%
%SLEEP%
BAD_PAGE_PROCESS

BROKER_EVENTHANDLER

BROKER_RECEIVE_WAITFOR

Fixed a bug on the session page and blocks history
The latest version includes an amendment related to the presentation of data on the lock history screen and
session. The fix was for Microsoft Azure SQL.

4.2. Fixes related to the operation of the SQL Parser functionality

In the latest version, we have introduced a number of fixes related to the query parsing mechanism available
on the Show Plan Objects screen. The changes include improvements to the ergonomics of operation and
improvement of the parser operation in the following areas:

= Support for new types of queries

= Parser support for non-existent objects

4.3. Database instance change

In the latest version of the application, we have improved the functionality of changing the monitored
database instance. In the application, while viewing performance statistics, we have the option of changing
the database context. It is possible to change it without having to go back to the Dashboard screen. In order
to change the context, it is enough to click on the [Change] button available on the blue bar at the top of the
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screen. After clicking, the list of available monitored databases will be expanded with the possibility of
searching by the selected filter or name.

N Back to dashboard fre  TopSQL  SQL3D TopDay SlowSQls PesfCounters | OSStat

[ TESTING DATADASE, TEMPORARY ~
& Perfomance =

4.4. Improvements on the Show Plan Objects page

Designation of the columns used in the query

In the latest version, we have added functionality that allows faster query performance analysis on the Show
Plan Objects screen. The change consists in additional marking the columns used in a given query in the grid.
The change is visible on the screen in the form of an additional column Used in query, which is displayed after
the Parse SQL Query operation.

TABLE HR DEPARTMENTS HR DEFT_ID_PK

Hypothetical indices

The Plan Objects screen shows detailed information about the objects included in the query (tables, indexes).
The website also presented hypothetical indices. These indexes do not take up any physical disk space. This is
a special type of object used only for generating an execution plan, without the possibility of using a given
index when executing a command. Due to the lack of suitability for query optimization from the latest version,
the indexes will no longer be presented to the Performance Monitor application.

4.5. Shared Dashboard with the Performance Monitor application for SAP Hana

In the latest version of the application, support for the new SAP Hana data platform has been added. Users
with multi-platform monitoring can view online all four available platforms on one common Dashboard screen.

4.6. Fixed the problem with presenting detailed data on the lock screen

The problem with the presentation of lock session details on the Locks History page has been corrected. The
problem was intermittent and related to a redundant character written to the repository, causing problems
with displaying the data. The amendment only concerned the visual part, all data will be available
retrospectively.

4.7. Create PlanGuide improvements

In the latest version of the application, we have improved the PlanGuide generation mechanism. In the
Performance Monitor application, the user can easily and quickly assign an execution plan to the query in
order to optimize the query. To do this, on the SQL Details page, select the plan for which you want to create

6
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a PlanGuide object, and then by clicking on the settings icon, select the Generate Plan Guide script option in
the popup menu. The generated script should be copied and run from the level of a dedicated program on the
indicated SQL instance.
In the latest version, we have improved the plan generation and the creation of PlanGuide for Microsoft Azure
databases and Express Edition has been unlocked, as well as improved script generation when temporary
objects are involved in the query.

Waits  Lafches & Literals ~ SQLAnalyze  SQL Details Load Trends Compare Trends TopSQL = SQL3D TopDay SlewSQls PerfCounters  OS Stat

[# Back to dashboard Instance Load

& Performance 0x52B983DAFA80A3E2 | From' | (%] 2022/03/08 || 00:00 |to 2022104107 || 23:59 af® O Connect queries with the same text B Group by piar
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