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Below we present a list of changes in the DBPLUS Performance Monitor application for monitoring
Microsoft SQL Server instances.

1 New in 2019.1 version

1.1 Performance statistics browser - Perf Counters

In the new version of the application, the management of performance indicators available in the
Perf Counters tab has been modified. A number of improvements have been added, i.a.:

Collect performance statistics after a day. Until now, performance statistics for each parameter
have been collected after the snap and stored for a maximum 7 days period. After the change,
detailed statistics (15 minutes) are available so far for a period of 7 days. After this period, historical
data is available after a day.

Add new percentage statistics calculated based of already defined counters. The new counters:
Buffer cache ratio, Plan cache ratio, Compiled Batches ratio and Batches without Compilations ratio.

In the table, new columns were added: the most searched statistics (Common column), add a
description of the indicators placed in the table (Description column). For some performance
indicators, a description that contains the preferred values has been added (Preferred value column).

The process of storing statistics has been improved. After the change, the data will no longer
generate as much space as before, which means that the Repository DBPLUS database will be
reduced.

A new NUMA performance indicator has been added. The statistics are presented for each socket
per processor. Modern processors have many cores per processor slot. Each socket is usually
represented as a single NUMA node. The new version presents statistics for NUMA nodes.

Instance Load  Waits  Lalches  SOLAnalyze  SOL Details  Load Trends CompareTrends TopSQL  SQL3D  TopDay SlowSQLs  PerfCounters —OS Stat

201900328 20190328 Group by Snap Refresh
e (=]

— / S T
=
® Page If! D(IanEV/E ﬁ!

\/

Search performance caunler by any value in below table

SOL Statistics Instance  Number ies or procedures

npilations rafi.. SOL Stafislics Instance %

he pool for which compilation was not required. 95

Buffer Manager Instance % Percentage of pages that v a read from disk >00%

Percentage of batches hat

iter process is moving dirly pages from the buffer to disk in order to free up buffer space. Generally speaking, this should not be a high value, say more than 20 per second or . |<20

s, this is a potential indication that your SQL Server could use more memory in order to boast perfo... > 300

fter/sec and checkpoint counters, i these counters are also relaiively high then, it's memory canstraint. <90
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1.2 Information on scheduled work and scheduled monitoring shutdowns

In the new version of the application, a function that allows to disable monitoring for a given period
has been added. Turn off monitoring is available in the main menu in the Configuration> Outages
settings tab.

After enter the tab, the user can view the information about scheduled shutdowns of the monitoring
of the DBPLUS Performance Monitor application. On the website, only the exclusions for the current
day as well as those planned in the future are visible by default. Information is available for all SQL
instances. To add a new entry, click the [Add new outage] button.

Scheduled outages

2019/03/29 All instances Refresh

WIN-PVMOALTCTBAUNSTANCIA 2012 2 Outage from 2019-03-28 Everyday Whole day Monitoring outage in March

After click, the user can choose which instance turn off, and then can choose type of shutdown:

e oOne-time or recurrent,
e 0One or many days,
e occurs on a specific day of the week.

After select dates, user can add information about the outage reason the monitoring (it will be visible
in the graphs when monitoring is interrupted). After correctly entered configuration, the new entry
will be visible in the table. It must be remembered that the information about the shutdown will appear
on the chart when the new / next snap is generated.

WIN-PVMO4LTCTSA\SQLEXPRESS2012
vd
i 2019/03/29
i 2019/03/31
4 4 i 4 i vd 4
¥ | 10:00 23:59
Scheduled works - Release 2019.9
P
OK Cancel

Information about turn off monitoring is visible on the Dashboard screen:
= Television mode - a yellow mark next to the database and a description of "Monitoring
Outage"
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Seconds to next refresh: 12 C

SQL Server dashboard monitor

) Full Screen ALL INSTANCES ~ Search instance Toggle view

® WIN-PUMO4LTCTBAIN STANCJA WIN-PVMO4LTCTBAUNSTANCIA ... ® WIN-PVMO4LTCTBAINSTANCJA ® WIN-PVMO4LTCTEAIPD_WAREHO ® WIN.PVMO4LTCTSA\SQLEXPRESS

Server Cpu Server Cpu Server Cpu

:
1]

= Icons view
In this view, the instance is also marked in yellow, which means a outage in monitoring. An instance
where monitoring has been disabled is not included in the number of active instances.

SQL Server dashboard monitor Seconds to next refresh: 10 ALL INSTANCES ~ | Toggle view

SUMMARY FOR ALL INSTANCES =

Summar

Active Instances

PHYSICAL SERVERS @ Performing well ® Warning @ ied  ® Not available | Expandall | T Colla =
@ WIN-PVMOALTCTSA 1
SQL INSTANCES @ Performing well @ Waming @ O fonitoring in outage Search instance | Expandall | T Collapseall

©® WIN-PVMOSLTCTBAUN STANCJA _... WIN-PVMOSLTCTBAUNSTANCJA .. | ® WIN-PVMO4LTCTSAINSTANCJA ... ® WIN-PVMO4LTCTSAPD_WAREH... ® WIN-PVMO4LTCT8A|SQLEXPRES..

= Grid view

SQL Server dashboard monitor Seconds to next refresh: 8 ALL INSTANCES ~ | Toggle view

SUMMARY FOR ALL INSTANCES -

1 4

Servers Active Instances

Summany

SQL INSTANCES Search instance

Server Type Machine Name Sal Instance Name Active CPU Server [%] CPU SQL [%] Waits [s/1s] Locks [5/15] Alerts Sessions Transactions Total space [GB]
PRODUCTION . |WIN-PVMOALTC. . |\ WIN-PVMO4LTCTBAPD_WAREHOUSE v 15e 9e 000® 0.00 1 0 257
NOT SPECIFIED |WIN-PVMOALTC. . | WIN-PVMO4LTCTBAUNSTANCJA 2014 v 15e 0e 000® 0.00 0 0 10.9]
NOT SPECIFIED |WIN-PVMO4LTC. . | WIN-PVMO4LTCTBANNSTANCJA_2005_2 v 15e 0oe 000® 0.00 0 0 0
PRODUCTION .. |WIN-PVYMO4LTC . |WIN-PVMO4LTCTBANSQLEXPRESS2012 S 15e 0w 010e 0.00 0 1 143,

Information about turn off the monitoring is visible in the graph of the current CPU utilization for the
given instance. It is in the yellow columns form and it is additionally included in the tooltip.




WIN-PVMO4LTCTEA WIN-PVMOALTCTSAUNSTANCJA_2012_2

e o

B cru

09:29:45

® Server CPU: 0

® SQL CPU: 0
Monitoring outage

Information about outage is also visible on the Instance Load chart. In case the instance is excluded
from monitoring, yellow columns appear in the graph. At the moment of disable, information about
the statistics is not collected.

Instance Load ~ Waits  Lalches =~ SQLAnalyze SQLDefalls LoadTrends Compare Trends TopSQL  SQL3D TopDay = SlowSQls — PerfCounters  OS Stat

2019/03/26 2019/03/28 All databases Refresh

1.3 Quick dates selection from the calendar

In the new version, we've added a new improvement on most main screens: quick date selection.
After click the button user have few options to choose:

= Today,
* Yesterday
= Last Week,

= Last 2 Weeks,

= Last 30 days,

= This Month - the scope of the current month from 1 to the last day of the month,

= Prev Month - the scope of the previous month from 1 to the last day of the month,
= Custom Range — manually select a date range.

After select any range from the list, click the [Refresh] button to refresh the page. An example screen
below:
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Instance Load  Waits | Lalches SOl Analyze  S0L Details = Load Trends = Compare Trends = Top SQL | S0QL 3D

Date from 2019/03/29 to 2019/03/29

To select a date range in the Custom Range, first select the start date, then choose the end date.
Accept by click the [Apply] button.

Date from 2019/03/29 to 2019/03/29

Mo  Tu We Th Fr Sa 5L Mo Tu We Th Fr Sa Su

Last 30 Days 18 19 20 21 22 23 24 5 16 17

312 - 2019/03/29 Cancel m

1.4 Compare the wait level

In the new version of the application, we added the ability to compare the wait level in a given SQL
instance. Compare is possible from the instance details in the Waits tab. Two modes are available:
= Days Compare
= Period Compare
To compare walit level, select the type of wait to be compared first (one or more types), then select
specific days to compare (Days Compare) or whole period of days (Period Compare).
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Instance Load | Waits | Laiches ~SQL Analyze =~ SQL Defails ~Load Trends ~Compare Trends TopSQL = SQL3D TopDay =~ SlowSQls — Perf Counters = OS Stat

Overview  Analyze  Days Compare  Period Compare

2019/03/25 ‘ /Add date to report ‘

2019/03/25%

Group by Snap Line

1.5 Improvements in session screens

1.5.1 Detection of blocked sessions (deadlock)

In the new version of the application, we added session detection functions searching for sessions
stopped on deadlock. The information is visible on the Online session screen. If there are locks, the
deadlock information will be visible in the Blocking session column.

Sessions Tempdb usage sessions Log usage sessions Sessions history Active sessions | Tempdb sessions [ Log usage sessions history

0 : All databases

Show additional filters

SESSION LIST

2019-03-25 11:54:07 51 0x25014D4ET... |MAQCHVa... |@running  2018-03-25._. 0|radoslaw MAQCH DBPLUSP... ] DBPLUS 0
2019-03-25 11:32:40 54 OxAE3D7FC2E... MAQCHVa... |@running  2018-03-25.. 1|radoslaw MAQCH Microsoft & 57 DFD LCK_M_U 0.56
2019-03-25 11:34:34 57 OxBCF787443. . MAQCHWa running 2019-03-25 21 radoslaw MAQCH Microsoft 5. 54 (in deadlock) DPD LCK_M_U 20.46

1.5.2 Online session monitor

In the new version of the application, the functionality of the online session monitor has been
improved. The monitor provides information about the CPU utilization sessions. The monitor is
refreshed automatically every 10 seconds. The monitor is activated only after enter the CPU monitor
menu and closed after switch to the next tab.
in addition to the basic data about the user session, summary information is presented (Total
summary) and for the last 10 seconds (Current utylization) about:

= Session CPU time - CPU utilization by a given session,

=  Reads — number of read blocks,

= Writes — number of write blocks,

= Buffer reads — number of read blocks from buffer.
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Cpu Activity Monitor

UTILIZATION HISTORY WITH IMPACT FOR SELECTED SES SION: 102

03129 15:14:52 o
@ SOL instance Cpu- 34,6%

= All sessions Cpu- 34,6%

® Cpufor session 102: 6,2%

- — -
UTILIZATION HISTORY STATISTIC S FROM 24
w Total

ses R Writes Buffer R wites Buf

o o [ piocks)
102 INSERT SOS_SCHEDULER YIELD  @running 2018-03-20 15:05:02 14930 B 2% 5464721 0.990 [ 0 Ed
657 |SELECT SOS_SGHEDULER YIELD (@running |2013-03-29 15:14:45 19,05 182, 0 1947 155 0495 0 0 0
285 |SELECT SCHEDULER YIELD |@running |2019-03-29 15:14:47 819 2 0 1564105 0491 0 0 95/
532 |sELECT SOS_SCHEDULER_YIELD |@running |2019-03.29 15:14:54 358 85| 1 3342283 0334 0 0 324,
99 sleeping 355 2 27| 1008917 0020 0 0 6
ot 26241 613620 945 71360 695, 0072 0 0 0

1.6 General Improvements

1.6.1 Improve the Plan Guide collection process

In the 2019.1 version, the process of collect and create change history for Plan Guide has been
improved. Improvement consists in change the unique key to search changes made to the Plan
Guide. The current key in the scenarios sometimes turned out to be insufficient. After the change,
the problem has been removed and every change made to Plan Guide will be saved in history.

Plan Guides Overview Plan Guides History

Plan guides fol All databases ~ | Filter by Query Hash @ Include dropped plan guides W

CURRENT PLAN GUIDES LIST

Q If plan guide doesn't contain query hash information it could mean that query is executed very fast or plan guide is not used x
65546
Database Plan Guide Id = Name Create date Last modify Is Statement text Query Hash Scope Scope object name | Scope object type Parameters Hints s
Disa Dro
NavRO_snapshot... 65546 DBPLUS_Ox8F48... |2018-12-11 14:14:18|2019-03-24 07:46: SELECT TOP 1 N... OxCF91E355C... |SQL @0 nvarchar(10),... |OPTION(TABLE G
Navision RO 65546 DBPLUS_OX8F48... |2018-12-11 14:14:18|2018-12-11 14:14:18 SELECT TOP 1 N... OXCF91E355C... |SQL @0 nvarchar(10),... |OPTIGN(TABLE
NavRO_snapshot... 65546 DBPLUS_OXBF48... 2018-12-11 14:14:18 2019-03-23 13:40:.. SELECT TOP 1N... OXCF91E355C... SQL @0 nvarchar(10).... OPTION(TABLE .. &
DETAILS FOR SELECTED PLAN GUIDE
SQL Text & Hints Changes history
Database Plan Guide Id Name Change type Create date Modify date s | Statement text Query Hash Scope Scope object name | Scope objecttype |  Parameters Hints
Disa
NavRO_snapsho... 65546 DBPLUS_0x8F4... |Delete 2018-12-11 14:14...|2019-03-23 13:4. SELECT TOP 1... |OxCFO1E355C... (SQL @0 nvarchar(10), .| OPTION(TABLE
NavRO_snapsho... 65546 DBPLUS_Ox8F4... |Insert 2016-12-11 14:14...| 2018-12-11 14:14. SELECT TOP 1... |OXCF91E355C... [SQL @O0 nvarchar(10), .| OPTION(TABLE

1.6.2 Summary statistics

In the latest version, summary of the data presented in the tables has been added. Summary is
available for the module:

= Session (online session) — information about number of active sessions is visible



Sessions

SESSION LIST

Logon time

2019-03-29 16:27

2019-03-29 15:53

2019-03-29 16:27

2019-03-29 16:27

Count sessions | 7 = = - - =||= - -
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Tempdb usage sessions Log usage sessions Sessions history Active sessions / Tempdb sessions / Log usage sessions history

ns @ Users only Min elapsed time sec. Sid All databases ~ | Loginname @

Show

dditional filters

Ses.. | Query Hash Login name status Lastrequest | Elapsed Windows Host name Program Context Blocking |  Database Wait Wait
Id start time Time username Info session time
[Seconds] [Seconds]
09 |72 0x857CF2D59. INTER\crm_iisi... @running |2019-03-29 16:... 0| crm_iisinter CRMIIS32.w3w... MSCRMw3wp 0 InterCars_MSC. 0
10 150 0x713799DDC... dbplus ®running  2019-03-29 16:.__ 0 SQLMON DBPLUS Perfo ) master o
09 |260 INTER\crm_iisi... ®@running |2019-03-29 16:... 0|crm_iisinter CRMIIS31.w3w... MSCRMw3wp 1] InterCars_MSC. 0
08 293 |0x038B015C7... |INTER\crm_iisi . @running |2019-03-29 16:. . 1|crm_iisinter CRMIIS32 w3w... | MSCRMw3wp 0 InterCars_MSC 0

SQL | Operation progress  Stafistics | Waiting tasks

STATEMENT TEXT

select conve

isnull (login 3

rt(varchar (20}, login_time,120) as login_time,S.session_id as sid, S.session_id,

name,' ') as login_name,S.status, cast(S.context_info as varchar(128)) as ci,

convert (varchar (20),isnull(R.start_time,S.last_request start_time),120) as last request_start_time,

getdate () as
query_hash,

To see

nt_user_name,host_process_id,isnull(host_name,' '} as host_name,isnull (program name,’ ') as program_name,

last_request_current_ti:

SQL Details (query details) — the information is grouped into total (Total), medium (Avg),

minimum (Min), maximum (Max) values.

the summary of statistics, select the new checkbox Show Summary footer row

Instance Load =~ Waits = Latches = SQL Analyze SQL Details  Load Trends = Compare Trends TopSQL = SQL3D TopDay SlowSQls PerfCounters = OS Stat

0x42D6D97510DDCF15 | From 2019/03/29 || 00:00 o 2019/03/29 || 23:59 @ Group by plan Group by Hour ~ Online values Find SQL
STATEMENT TEXT
SELECT [LocalizedLabelld] &S [lecalizedlabelid], [LocalizedLabelRowld] AS [lecalizedlabelrowid], [CompenentState] AS [componentstate], [SclutionId] AS [seolutionid],

[OverwriteTime] AS [overwritetime], [SupportingSolutionId] AS [supportingsolutionid], [LanguageId] 2S5 [languageid], [ObjectId] &S [objectid], [ObjectColumnName] as

[objectcolumnnan

, [Label] 28 [label], [LabelTypeCode] 25 [labeltypecode], [IsManaged] AS [ismanaged], CONVERT (bigint, VersionNumber) AS [versionnumber] FROM

[LocalizedLabelLogicalView] WHERE (Languageld = @Languageldwhers0 AND OverwriteTime = @OverwriteTimewhere0 AND SolutionId < > @SolutionIdwheres0 AND tState
N (e 0, @ 1))
SQL STATISTICS Show values per 1 executions ® Show summary footer row
Date Plan hash Elapsed Time Cpu Time Rows processed Executions Disk Reads Disk Reads Buffers Get Buffers Write Buffer Quality Elapsed Time
per 1 Exec
[Seconds] [Seconds] [Blocks] MB] [Blocks] [Blocks] %] [Seconds]
2019-03-29 00 | 0xD8BYD3249. .. 285 1.1 586 459 16 7923 62 MB 15787 0 66.6 1.7786
2019-03-29 01 | 0xD8BYD3249. .. 171 0.6 331152 6 442 3MB 8802 0 952 28518
2019-03-29 02 | 0xD8BYD3249. .. 58 0.2] 110 384 2 461 4 MB 2934 0 86.4 2.8863
2019-03-29 04 | 0xD8BYD3249... 16.9 06 286 626 8 12162 95 MB 7714 0 38.8 21077
2019-03-29 05 | 0xD8BOD3249. . 506 18 905 005 22 11831 92 MB 24276 0 672 2.3009
Total - 5132.8 58.2 29 071 451 707 85876 671 MB 808 454 ] - -
Avg - 320.8 3.6 1816 966 44 5367 42 MB 50 528 0 73.7 3.1557
Min - 2.7 0.1 55384 1 0 7] 1482 o 38.8 1.7786
Max - 4 560.3 37.0 19 186 006 477 14 174 111 MB 527 336 0 100.0 9.5603

Load Trends — the information is grouped into total (Total), medium (Avg), minimum (Min),
maximum (Max) values.
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Click on the table column to view column statistic within specified period

2019-03-20

2019-03-21

2019-03-22

2019-03-23

2019-03-24

2019-03-25

2019-03-26

2019-03-27

2019-03-28

2019-03-29

Waits  Laiches ~ SQL Analyze SQLDefais Load Trends =~ Compare Trends Top SGL  SQL3D  Top Day

2019103120

225144

220 401

203552

67690

84753

244527

233234

226894

232077

172474

2019/03129

215770

188 993

208 805

71600

7 464

207 759

196 962

184 868

197 280

122475

44624 830

43197 865

36 166 726

21200 689

26696 788

47287780

136 741930

79284105

43211341

33351 862

350 706 260

479 808 622

286 534 567

158 576 062

174 504 673

539 030 166

433 642 483

448 579 195

450 551 008

302 842 162

267567642 GB
366064928 GB
2186.08526 GB
1209.83934 GB
133205164 GB
411247380 GB
3302.42050 GB
342238766 GB
350610281 GB

231050233 GB

51385 488 052

50 302 676 631

50 331 356 918,

31734593721

32 260 632 326

55 161 885 044)

53 375 554 202,

54466 108 190,

50 940 783 020,

37 668 085 286,

Slow SQLs |~ Perf Counters ~ OS Stat

42545 445

88 617 007

45151464

34930679

10213036

44771489

57 193 825

39 645 772

51590 179

37 580 310
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Al databases

725322171

1104 483 539

674 240 846

298511 594

356 179 070

723294610

853 237 540

750 242 996

781118 107

442 068 705

130 936

39759

108 088

2378

3738

213904

13535

29018

36 807

1731

11347

10693

9835

1167,

3360

15938

15186

13642

24320

23338

When a single row is presented in the table, the summary will not be presented.

1.6.3 Ability to assignh own name to the instance

Group by Day

639
636
632

609

635
635
632
635

644

In the latest version of the application, the option to set the instance name presented on the
application pages has been added. The change can be set from the Configuration> Servers menu.

User can change the names by selecting row in the list of SQL instance, displays the menu on right
side. . The settings are:

Default,

Instance Name,
Login@Instance Name,
Own Name.

164

Default

[ Default

Connection Server Name
Instance Name
Login@Instance Name

Improve the presentation of lock efficiency

‘Reﬁuh‘

Line

slelolealalnlnolslels

In the new version of the application, the problem of longer loading of data on the online session
screen has been corrected. The problem occurred for some versions of SQL Server and caused a
change to the query plan that retrieves information about an online session. The problem has been
improved and in the new version don'’t exist.

The problem with an error on the lock history screen has also been removed. In this case, the
problem occurred at the blockade the session was open for a long time. The error message was

displayed. The problem has been corrected in the latest version.

11
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1.6.5 Change the way information about alerts is presented

We have modified the way of displaying information about alerts in the InstancelLoad tab. In some
cases, when there were many different types of alerts in a given snap, the alert information presented

below the graph displayed in an inconsistent format, which resulted in the extension of the grid. In
the new version the view has been improved.

Sql Statements  Waits

Databases Load | Alerts

SNAPSHOT OF ALERTS GENERETED WITHIN 15 MINUTES AT 2019-03-30 04:04:08

Reason description: Problem with Query CPU Time Increase couse query change plan

Cpu Time

Cpu Time

Cpu Time per 1 exec

Alert Type: Sql Query, The measured statistic value is 8 1 times higher than allowed maximum , Statement query hash: 0XEBBG6BF21FD54606)

, Statistice: Cpu Time, Last value: 497.0 <, History value: 55.0 < , Faster plan found: 0x584254D61444BOAD , actual plan
0x4EB5010EDCEC4TAS. Statistic difference: 8.99 vs. 497.95

Alert Type: Load Trends, The measured statistic value is 12.1 times higher than average , Last value: 1324 s, Reference history value: 100.8 &
Alert Type: Sql Query, The measured statistic value is 53 %

% higher than allowed maximum , Statement query hash: 0xEBBG6BF21FD54606 Statistics: Cpu Time per 1 exec, Last value: 02139 s, History value: 01394 5
0x4EG5010EDCEC4748. Statistic difference: 0. vs.02139s

Faster plan found: 0x584864D61444B9AD , actual plan

1.6.6 Improving data loading on the SQL 3D screen

In the latest version of the application, the ergonomics of data presentation on the SQL 3D tab has
been improved. The improvement consisted in changing the way of searching for queries in the
repository database. After the changes, the data presented on the website is searched faster.

DatabaseLoad = Waits = Laiches =~ SQL Analyze ~SOLDetails ~SQLPlan LoadTrends Compare TopSOL = SQL3D TopDay = SlowSQLs PerfCounters ~ OS Stat

2019/03/26 || 00:00 |t 2019/03126 | 2359

3D visualisation

ime [seconds)

Elapsed 1

Elapsed time ~
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